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The recently introduced inertial-range �IR� consistent Smagorinsky model and the classical
Smagorinsky model are applied to the large-eddy simulation �LES� of decaying homogeneous
isotropic turbulence based on the lattice Boltzmann method �LBM�, which is implemented using the
19-velocity D3Q19 lattice model. The objectives of this study are to examine the effectiveness of the
LES-LBM technique for study of turbulence and to extend and validate the efficiency of the
inertial-range consistent Smagorinsky model for lattice Boltzmann fluid dynamics. The LES-LBM
results are compared with the direct numerical simulation data as well as experimental data. The
time evolution of the kinetic energy and the decay exponents of the dissipation rate, the velocity
derivative skewness, and instantaneous energy spectra are analyzed. The dependency of behavior of
the model coefficients on the ratio of grid width � and the Kolmogorov scale � is examined
numerically. The results demonstrate that the LES-LBM in conjunction with the IR consistent
Smagorinsky model can be used to simulate turbulence more satisfactorily than the standard
Smagorinsky model. © 2008 American Institute of Physics. �DOI: 10.1063/1.2842379�

I. INTRODUCTION

The lattice Boltzmann method �LBM� appears to be a
very attractive model to compute flows in the low subsonic
regime, and it has been applied successfully in many areas of
flow physics, such as various laminar flows, flows with in-
terface or heat transfer, multicomponent flows, two-phase
flows, viscoelastic fluids, and other complex flows.1,2 The
method, which is based on the Boltzmann transport equation
for the time rate of change of the particle distribution func-
tion, is regarded as one of the simplest mesoscopic ap-
proaches for modeling macroscopic dynamical
phenomena.3–6 Furthermore, Navier–Stokes �NS� equations
can be derived from the lattice Boltzmann equation �LBE�
when the Chapman–Enskog multiscale and small parameter
expansion is used.4,6 The one greatest advantage of this
method is that it is very well suited for computation on mas-
sively parallel computers since the computational stencil is
compact and time advancement is explicit.2 Therefore, the
LBM appears as a powerful alternative to the standard
Navier–Stokes-based approaches to model the behavior of
complex physical systems.

Despite the exponentially growing literature devoted to
the LBM, its progress in studying turbulent flow is not fully
satisfactory compared with its achievements in other aspects
at present. In particular, it appears that large-eddy simulation
�LES� has not been adequately developed in the LBM frame-
work. One important reason is the lack of turbulence
subgrid-scale �SGS� models suited for this approach. Indeed,
there have been some preliminary studies7–11 devoted to the

development of LES-LBM in recent years, with hope that it
can solve efficiently aerodynamic, hydrodynamic, and aeroa-
coustic problems. Therefore, it is reasonable to believe that
the theory and numerical experiments that aim at the devel-
opment of efficient LES-LBM based on various SGS models
will be of more interest and would greatly enrich strategies
for the study of turbulent flows.

Homogenous isotropic turbulence �HIT� has long served
as a core of turbulence research as well as an important
benchmark test case for turbulence theories, experiments,
models, and simulations.12–20 But, unlike those traditional
finite-difference or spectral methods, there are only a few
simulations of HIT performed with the LBM.21–24 Recently,
Djenidi21 carried out the first DNS-LBM of grid-generated
turbulence. The study of Burattini et al.22 emphasized the
power law of the energy decay rate of decaying isotropic
turbulence at low Reynolds number with direct numerical
simulation �DNS�. Girimaji and his collaborators23 per-
formed a LES study with the classical Smagorinsky eddy-
viscosity model to investigate decaying isotropic turbulence
with and without rotation and yielded encouraging results.
They also studied homogeneous turbulence subjected to pe-
riodic shear as well as compressible isotropic turbulence
with temperature fluctuations by DNS-LBM.24,25 More re-
cently, Girimaji26 further developed a kinetic Boltzmann
equation for describing filtered fluid turbulence applicable
for continuum and noncontinuum effects. Nevertheless, it ap-
pears that the issues of investigating behavior of different
SGS models and the effect of model coefficients on the simu-
lations have received little attention.

The behavior of subgrid models in well resolved and/or
low-Reynolds turbulent flows is known to be nontrivial,
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which yielded the development of dynamic subgrid
models27,28 and more recently of inertial range �IR� consis-
tent subgrid models.29,30 In this paper, we propose to extend
the mapping technique developed by Meyers and Sagaut29 to
recover an IR consistent Smagorinsky model to the LBM
framework. The decaying homogeneous isotropic turbulence
�DHIT� is selected as a test case. The first objective is to
investigate the sensitivity of turbulence evolution on the
various Smagorinsky SGS models, the model coefficients,
and the grid resolution. The second objective is to validate
further the efficiency and the accuracy of LES-LBM. In ad-
dition, different from most of the DHIT cases available in the
literature in which an isotropic Gaussian field is utilized as
an initial condition, it is proposed here to use a numerically
consistent initial velocity field based on the actual initial en-
ergy spectra deduced from the measurements of the experi-
ment by Kang et al.31

This paper is organized as follows: The mathematical
formulation including the fundamentals of the lattice Boltz-
mann method, LES extension of the LBM, and the variants
of the Smagorinsky model are described in Sec. II. The de-
tails of the numerical procedure and initial conditions are
given in Sec. III. In Sec. IV, the instantaneous energy spec-
trum is analyzed first. Then some statistical quantities, in-
cluding the decay exponents of the kinetic energy and the
dissipation rate, and validations based on the comparison
with existing results of measurements, are given. The time
evolution of velocity derivative skewness and flatness is dis-
cussed. The performance of the variants of the Smagorinsky
model with different model coefficients and grid resolutions

is reported. Finally, concluding remarks are summarized in
Sec. V.

II. MATHEMATICAL FORMULATIONS

A. Lattice Boltzmann method

We simulate the decaying homogeneous isotropic turbu-
lence using the lattice Boltzmann method with the multi-
block and multiprocessors parallel technique. Here, the lat-
tice Boltzmann equation for the discrete velocity distribution
is solved using the single relaxation time approximation fol-
lowing Bhatnagar, Gross, and Krook �BGK�32 as

f��x + e��t,t + �t� − f��x,t� = −
1

�
�f��x,t� − f�

�e��x,t�� .

�1�

The evolution process of the LBM algorithm has the follow-
ing two steps: Collision �relaxation toward equilibrium� and
streaming �shifting data between lattice sites�. Here, f��x , t�
is the distribution function at a node x and time t with par-
ticle velocity vector e�, and � is relaxation time due to par-
ticle collisions that control the rate of approach to equilib-
rium. This method solves the lattice Boltzmann equation
�LBGK�4,6 on each lattice by construction of a simplified
kinetic model that conserves the essential physical properties
of macroscopic average quantities, such as mass and
momentum.

In the present studies, a cubic lattice model D3Q19 is
used to simulate the homogeneous isotropic turbulence. This
model is composed of one zero and 18 nonzero discrete par-
ticle velocities at each computational lattice.33 The corre-
sponding discrete velocities e� are given by

e� = � �0,0,0� � = 0

��1,0,0�c , �0, � 1,0�c , �0,0, � 1�c � = 1 � 6

��1, � 1,0�c , ��1,0, � 1�c , �0, � 1, � 1�c � = 7 � 18

. �2�

f�
�e��x , t� in Eq. �1� is the local equilibrium distribution func-

tion at each node,5

f�
�e��x,t� = ����1 + 3� e� · u

c2 +
3�e� · u�2

2c4 −
u2

2c2	
 , �3�

where �� are corresponding weights,

�� = � 1/3 � = 0

1/18 � = 1 � 6

1/36 � = 7 � 18

. �4�

The mass density � and macroscopic local velocity u are
defined in terms of the particle distribution function by

��x,t� = �
�

f��x,t� , �5�

��x,t�u�x,t� = �
�

e�f��x,t� . �6�

Pressure can be obtained from the equation of state as p
=�cs

2. The kinematic viscosity 	 depends on the lattice relax-
ation time � as follows:

	 = �� − 1
2�cs

2�t , �7�

where the sound speed is cs=c /�3 in the lattice Boltzmann
model,4,6 and c is the ratio of the lattice space step �x and the
time step �t, respectively, c=�x /�t. The property of the vis-
cosity requires that the relaxation time �
 1 / 2 in the LBE
computations.
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B. The lattice Boltzmann scheme
with large-eddy simulation

In LES-LBM, different from the DNS-LBM, the practi-
cal relaxation time should be adjusted locally, according to
the local and temporal resolved mean strain tensor. This is
equivalent to Prandtl’s mixing length theory in which the
mean free path of the particle will be affected by the local
strain intensity.10 In other words, an additive space and time
variable relaxation time scale �� �related to the turbulent
eddy-viscosity 	�� is introduced into the effective relaxation
time �w. The filtered lattice Boltzmann equation for LES is
written as

f̄��x + e��t,t + �t� − f̄��x,t� = −
1

�w
� f̄��x,t� − f̄�

�e��x,t�� ,

�8�

where �w should be a function of the total viscosity 	w,
which is equal to the sum of the subgrid eddy viscosity 	�

and the molecular viscosity 	0,

�w =
1

2
+

	w

cs
2�t

=
1

2
+

1

cs
2�t

�	� + 	0� . �9�

It is well known that the overall expression of the clas-
sical Smagorinsky model is based on the eddy viscosity
assumption,35

�ij −
�ij

3
�ij = − 2	�S̄ij , �10�

where �ij =uiuj − ūiūj is the subgrid Reynolds stress, which
represents the effect of the subgrid scales on the resolved
scales. Smagorinsky35 suggested the expression of 	� by sup-
posing that the eddy viscosity is proportional to the charac-
teristic length and the velocity of the small scales. Thus, 	� is
calculated from the filtered strain rate,

	� = �C�L�2S̄ . �11�

The strain rate tensor is S̄ij = ��ūi /�xj +�ūj /�xi� /2, S̄ 
= �2S̄ijS̄ij�1 / 2 . Here, �L denotes the filter width equal to the
length scale of a uniform mesh, �L=�x=�y=�z. C is the
Smagorinsky constant. To implement the SGS eddy-viscosity
model, substituting Eq. �11� into Eq. �9�, one has

�w =
1

2
+

1

cs
2�t

�	0 + C2�L
2S̄� . �12�

One must first evaluate the local intensity of the strain

tensor S̄ to compute the relaxation time �w. There are at

least two methods for calculation of S̄.10 The first one is to
compute the finite-difference approximation of the velocity
gradients, the velocity field being obtained at each lattice
time step thanks to Eq. �6�. Another way is to evaluate it
directly from the nonequilibrium properties of the filtered
particle distribution function, that is to say, the strain rate

tensor S̄ij is related to the momentum flux tensors, i.e., the

nonequilibrium stress tensor Q̄ij, as follows:10

S̄ij = −
1

2�0cs
2�w

Q̄ij , �13�

Q̄ij = �
�

e�ie�j� f̄� − f̄�
�e�� , �14�

where e�i is the discrete velocity in the �i direction. Substi-
tuting Eq. �12� in the following equation:

Q̄ = 2�0cs
2�wS̄ ,

where Q̄= �2Q̄ijQ̄ij�1/2, and we obtain

S̄2 +
cs

2�0�t

C2�L
2 S̄ −

�t

2C2�L
2 Q̄ = 0. �15�

Following this second method, we can obtain S̄ by Eq. �15�
when the magnitude of the current nonequilibrium stress ten-

sor Q̄ is calculated from Eq. �14�, and substituting it into
Eq. �12�, we have

�w =
1

2
+

1

cs
2�t

��	0 +
cs

2

2
���0

2�t2 + 2cs
−4�tC2�L

2Q̄ − �0�t�
 . �16�

In the LES-LBM with a uniform mesh, c=�x /�t=1,
leading to cs

2=1 /3. The total effective relaxation time �w

used in filtered LBE �8� is calculated from Eq. �16� once the
Smagorinsky constant C, the lattice length unit �L, and the
kinematic viscosity 	0 are given.

C. An IR consistent Smagorinsky model

An important aim in the present study is to extend the
inertial-range �IR� consistent variant of the Smagorinsky
model for the lattice Boltzmann scheme and to assess this
new improved model. To this end, it is chosen to compare the
results obtained using this model with those of the traditional
Smagorinsky model in which subgrid viscosity is obtained
employing Lilly’s classical theoretical analysis.36 By assum-
ing that the grid spacing lies within the inertial subrange, he
calculated the rate at which the Smagorinsky model transfers
energy to the subgrid scales, and obtained a theoretical pre-
diction of constant C equating the rate of energy transfer
with the dissipation rate �. He obtained the value C=0.18 in
the finite-difference approximation. The IR consistent model
concept was introduced by Meyers and Sagaut,29 with appli-
cation to the standard and two variational multiscale Smago-
rinsky models. Here we will provide a brief description spe-
cialized for the case of a LES-LBM. The study showed that
the inertial-range behavior of the model coefficient C
strongly depends on two important parameters, namely the
local ratio of the LES-filter width � and the Kolmogorov
scale �, and the ratio of the integral length scale L and �.
The dependence on these two parameters may be used in a
different way, and the use of � /�-dependent model coeffi-
cients was expressed as29
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C = C�−3/4�1 − ���/C�−4/3�/� , �17�

where � is a parameter that depends only on the shape of the
filter kernel G �see Ref. 29 for details�,

� = � 4

3
�

0



k1/3�G�k��2dk
/��/�� . �18�

The auxiliary function � is defined as

�� L

�
,ReL� =

�0
x1/3�G�x/L��2f l�x�f��x ReL

−3/4�dx

�0
x1/3�G�x/L��2dx

, �19�

where ReL is the Reynolds number based on the integral
length scale L=E2/3 /�. G�k� is a transfer function associated
with the filter kernel with the auxiliary variable x corre-
sponding to kL. More details on the definition of spectrum
shape functions fL�x� and f��x� can be found in Pope.37 To
obey the numerical viability principle, the previous expres-
sion cannot be directly used in practical LES. To recover IR
consistent subgrid models, the following classical Smagorin-
sky subgrid viscosity remapping model was introduced:29

	
�
* = ��C�/��4�2S̄ijS̄ij� + 	0

2 − 	0. �20�

Here, C=0.18 is the theoretical constant of the Smagorin-
sky model related to a hypothesis of infinite Reynolds num-
ber. The parameter � is set equal to 1 below for the sake of
convenience without any law of generality. Thus, the total
viscosity 	

w
* is

	
w
* = ��C�/��4�2S̄ijS̄ij� + 	0

2. �21�

One can obtain 	
w
* from Eq. �21� as far as the strain rate

tensor S̄ is known. Then the effective relaxation time �
w
*

used in Eq. �8� is obtained as

�
w
* =

1

2
+

3

c2�t
	

w
* =

1

2
+

3

c2�t
�	0 + 	

�
*� . �22�

According to Eqs. �13� and �22�, we can obtain the following

IR consistent relationship between S̄ and Q̄:

�C��4S4 + �	0
2 −

cs
4�t2

4
�S2

+
cs

2�t2Q
2

S −
�t2Q2

4
= 0. �23�

Here, we prefer the first way referred to in Sec. II B, i.e., S̄
is evaluated from velocity field by the finite-difference
method �FDM� for the sake of simplicity and avoid solving a

quartic nonlinear equation for S̄.

III. SELECTED CASES AND INITIAL CONDITIONS

Isotropic, isothermal decaying turbulence in a cubic box
domain �0,2��3 is considered. We carry out the simulations
with double precision and with various resolutions N3, where
N denotes the number of grid points in a space direction.
Periodic boundary conditions are employed in the three
directions.

In the present study, we apply the initial energy spec-
trum, which is proposed by the latest experiments of Kang et
al.31 in order to get insights into homogeneous turbulence
and to render comparison between LES-LBM results and the
experimental measurement more relevant. The initial three-
dimensional energy spectrum is a smooth fit function that is
represented by

E�k� = �cK�0
2/3k−5/3�kl0/��kl0��2 + �1�1/�2�5/3+�3

�exp�− �4k�0�

��1 + �5� 1

�
arctan��6 log10�k�0� + �7� +

1

2
�	 ,

�24�

where cK and �i are arbitrary coefficients fixed using with
experimental data, yielding cK=1.613, �1=0.39, �2=1.2,
�3=4.0, �4=2.1, �5=0.522, �6=10.0, and �7=12.58. The
parameters l0, �0, and �0 �the integral scale, the Kolmogorov
scale, and the dissipation, respectively� depend on the posi-
tion of the probe in the experiments.31 � is a parameter in-
troduced to rescale the intensity of the turbulence. We choose
their nondimensional values at the position x1 /M =20 in
Kang’s data, using the root-mean-square �rms� velocity and
M /2� as the velocity scale and the length scale, respectively.
Then we have l0=10.416, �0=4.58�10−3, and �0=0.103.

The amplitude of the modes of initial velocity compo-
nents in wave-number space are obtained from the above
energy spectrum. The phase of the spectral components is
initialized by random numbers. The minimum and maximum
wave numbers resolved in the present simulations are kmin

=1 and kmax=N /2. Here, we test some different resolution
cases. The initial energy spectrum from Eq. �24� and those
one- and three-dimensional energy distributions from the in-
verse calculation from initial velocity field are given at Fig.
1. The initial condition for the present simulations is physical
and hence results after short time are relevant.

FIG. 1. Initial energy spectra from the experiment of Kang et al. �Ref. 31�
in decaying isotropic turbulence. The one-dimensional spectra Eii�k� in 643

�dotted lines�, 1283 �dash-dotted lines�, 1923 �dash-dot-dotted lines�, and the
three-dimensional spectra E�k� �solid lines�, respectively.
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It is crucial to implement initialization of the velocity
field in the DNS-LBM and LES-LBM of DHIT in a numeri-
cally consistent way. The Fourier transform FFT procedure is
applied to the energy spectrum �24� to obtain the initial ve-
locity field in physical space, which is used to initialize the
distribution function for the LBM simulations. Although the
velocity is divergence-free in Fourier space, it is not always
strictly solenoidal in discrete physical space. The result is
that the pressure and the velocity fluctuations grow quickly
from the beginning of the calculation and lead to collapse of
the entire solution. The strategy used here to obtain a nu-
merically consistent initial velocity field is to solve a Poisson
equation to project the non-solenoidal velocity field onto a
solenoidal one. All present simulations are observed to lead
to a physical development of low-Mach number turbulence
�recall that LBM mimics compressible Navier–Stokes equa-
tions� when the procedure is implemented as shown in Fig.
2. Another procedure for the same purpose is proposed by
Mei et al.38 A detailed discussion regarding the initial condi-
tions and boundary conditions in lattice Boltzmann simula-
tions is available in the study of Skordos.39

IV. RESULTS AND DISCUSSION

We perform LES-LBM of decaying homogeneous iso-
tropic turbulence with both the classical Lilly–Smagorinsky
model �results being denoted with “Lilly” in some figures�
and the inertial-range �IR� consistent Smagorinsky model

�denoted by “M&S” in figures�. We also perform DNS-LBM
of DHIT with two resolutions to enable accurate compari-
sons. Table I summarizes some basic parameters of our simu-
lations including the mesh resolutions, the initial Taylor-
scale Reynolds number, the kinetic viscosity coefficients, �,
and the Smagorinsky constant C for LES cases. By consid-
ering the Taylor hypothesis, several experiments31,40,41 of
spatially developing grid turbulence are made analogous to
the current temporally decaying turbulence. In this section,
we investigate detailed numerical statistical quantities and
instantaneous data and test the performance of both eddy-
viscosity SGS models in the framework of LBM. The influ-
ence of model coefficients and grid resolutions is also inves-
tigated. In addition, both versions addressing the computing

strain rate S̄ in Sec. II B have been tested in our LES cases.
We find that the difference in statistical quantities is negli-
gible while the computational costs of the two methods are
very similar �not shown here�. Therefore, it was chosen to

compute strain rate S̄ directly from the second moment of
nonequilibrium distribution functions according to Eqs. �14�
and �16� in cases Lilly-1 and Lilly-2, and to compute strain

rate S̄ using FDM for all M&S cases.

A. Instantaneous energy spectra

Here we show results from a set of simulations in which
the initial spectrum is given by Eq. �24�. The present simu-
lations start from the initial conditions outlined above in Sec.
III. First of all, the energy spectra from DNS-LBM and LES-
LBM with both models �Lilly or M&S� are presented. Figure
3 compares the longitudinal one-dimensional energy spectra
E

11
* �k�� of Comte-Bellot and Corrsin40 and of Lavoie et al.41

as well as of Kang et al.31 �Refs. 40 and 41 deal with mod-
erate and low Re�, Re��150, and Re��55, respectively,
and the experiments of Ref. 31 were performed at high Re�,
Re��600–700�. Here, the universal nondimensional Kol-
mogorov spectrum function E

ii
*�k��=Eii�k�� / ��v�

2� is com-
puted using the theoretical energy spectra of Pope,37 and v�

is the Kolmogorov velocity. The Kolmogorov scale is used to
normalize the wavenumber axis in order to make relevant
comparisons between the different reference data sets. Since
inertial-range consistency is directly linked to the capability
of the subgrid models to capture finite Reynolds number ef-
fects, it is relevant to put the emphasis on the high wavenum-
ber part of the spectrum and to check the capability of the IR
Smagorinsky model to predict a physical shape of the kinetic
energy spectrum in cases in which the LES filter cutoff is not
located within the Kolmogorov inertial range. The calculated

FIG. 2. Evolution of the maximum divergence with time. Here and in the
following figures, �Lilly� denotes the traditional Smagorinsky model sug-
gested by Lilly �Ref. 36� and �M&S� denotes the IR consistent model by
Meyers and Sagaut �Ref. 29�.

TABLE I. Basic simulation parameters as discussed in Sec. IV.

CASES DNS-1 DNS-2 Lilly-1 Lilly-2 M&S-1 M&S-2 M&S-3

N 128 192 64 64 64 64 96

	0 3.3�10−4 3.1�10−4 4�10−4 4�10−4 4�10−4 4�10−4 3.5�10−4

Re� 101 96 96 103 89 102 101

� 0.07 0.07 0.07 0.07 0.07 0.07 0.07

C 0.10 0.18 0.10 0.18 0.18
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normalized spectra are in good agreement with those ob-
tained in the experiments in the range of 2�10−2�k��6
�10−1.

Figure 4 displays the three-dimensional instantaneous
energy spectra with different LES-LBM cases and DNS-
LBM cases for 192.3 The LES spectra are compared against
DNS spectrum at the same time. The IR consistent model
with C=0.18 performs better than the other models in the
different time. It also yields a better prediction of time evo-
lution of the statistical quantities �see the discussion in Sec.
IV B�. We find that the spectrum of using the Lilly model
with C=0.18 leads to larger discrepancies either in Fig. 4�a�
or in Fig. 4�b�. For this reason, we put off presenting other
results from this case �C=0.18, Lilly-2� until further discus-
sion in the next section.

Next, we examine the behavior of the energy spectrum
obtained by LES-LBM with the IR consistent model. The
decay of the one-dimensional energy spectra is shown in Fig.
5�a�. The plots reported are in the same time interval as �t
=0.05. The spectra present similar features with each other
but the inertial region is hard to observe in the calculated

spectra, as expected for the Reynolds number range. Figure
5�b� shows the normalized one-dimensional energy spectra
in Kolmogorov units, which correspond to the spectra of Fig.
5�a�. The collapse of the various time spectra in the Kolmog-
orov units is excellent in the viscous range where k�
0.1.
Similar agreement was also reported by Comte-Bellot and
Corrsin40 and our DNS-LBM results as well as Djenidi’s
DNS21 of grid-generated turbulence. It indicates that the self-
similar decaying regime exists in energy spectra when Re�

changes with t, and corroborates the self-preserving state in
decaying isotropic turbulence discussed by Burattini et al.22

B. Time evolution of various statistics

The corresponding effective relaxation factors for all the
cases in Table I following Eqs. �16� and �22� are as shown in
Fig. 6 as a function of time steps. All of them relax toward
the constant value of DNS at the final stage of decay. The
LES-LBM is based on an instantaneous adjustment of the
relaxation time, which is the key difference between the
Smagorinsky model implemented in LES-LBM and Navier–
Stokes LES. In LES-LBM, the subgrid stress relaxes to the

(a)

(b)

FIG. 3. One-dimensional energy spectra E
ii
*�k��=Eii�k�� / ��vk

2� normalized
in Kolmogorov units. �b� is the enlarged part from �a�. Dash-dot-dotted line:
Slope of −5 /3.

(a)

(b)

FIG. 4. The instantaneous three-dimensional energy spectra at �a� t=0.05
and �b� t=0.18 obtained from DNS-LBM �1923� and LES-LBM with differ-
ent SGS models �Lilly and M&S�.
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value imposed by resolved strain with a relaxation time de-
termined by the current eddy-viscosity. In this sense, the
stress is not in instantaneous equilibrium with resolved
strain. Thus, we agree with the statement by Yu et al.23 that
the LES-LBM may have inherent space-time memory fea-
tures. It should be noticed that ��w� here is spatial average
value of �w�x , t�.

Figures 7 and 8 show the time evolution of total turbu-
lent kinetic energy K and the dissipation rate � given by three
LES-LBM cases and both DNS-LBM for 1283 and 192,3

respectively. K is defined and calculated as

K = �
0

�/�L

E�k�dk = �u�2 + v�2 + w�2�/2. �25�

The decay exponent of K�t� in numerical experiment can be
seen in the moving frame according to the Taylor approxi-
mation,

(a)

(b)

FIG. 5. Time evolution of instantaneous three-dimensional energy spectra at
equal intervals �a�, and the normalized one-dimensional energy spectra in
Kolmogorov units �b�, starting from t=0.0025 and the interval of time is
dt=0.05, with the IR consistent Smagorinsky model.

FIG. 6. Evolution of the spatial-average effective relaxation time of the
LBM vs time steps.

FIG. 7. The total turbulent kinetic energy at different resolutions using
LES-LBM and DNS-LBM.

FIG. 8. The dissipation rate at different resolutions using LES-LBM and
DNS-LBM.
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K�t� = K0�t0�� t

t0
�−n

. �26�

In this expression, K0 is the turbulent kinetic energy at an
arbitrary time t0 and n is a universal exponent.

It is well known that the energy decay exponent is
closely related to the low wavenumber portion of the three-
dimensional spectrum, and is affected by many features of
the initial spectrum as well as Re�.12 Saffman13 suggested
that for DHIT in which the low wavenumber portion of the
spectrum goes as k2, the low Reynolds number exponent was
shown to be 3/2 and the high Reynolds number exponent
limit to be 6/5, which is commonly observed in experiments.
For example, Kang et al.31 reported n=1.25 for their decay-
ing grid-generated turbulence at high Reynolds number �the
initial Re� approaches 700�. Batchelor and Townsend12 pre-
sented the first analysis and experiments for very low Rey-
nolds number decaying turbulence and suggested that the
exponent should be 5/2 in the final period of decay.

The decay exponent law from present LES simulations is
n�1.58, which is agreement with both DNS results and is
close to the value of Djenidi’s DNS21 �n�1.53�. The large-
eddy simulation study of DHIT by Sagaut and Ciardi20 gave
n�1.59 for variational multiscale models and they obtained
results n�1.61 for the dynamic Smagorinsky model. Our
results are also close to Lavoie’s measurements,41 which
show that the total kinetic energy is proportional to t−1.5. On
the other hand, comparison of the DNS results between res-
olution 1283 and that obtained using a finer mesh 1923 does
not reveal obvious differences in the statistical turbulent ki-
netic energy considered in this paper.

The dissipation rate in Fig. 8 is evaluated numerically
here in wavenumber space as

��t� = 2	�
0

�/�L

k2E�k,t�dk . �27�

And, according to the power law of K�t� �Eq. �26��, the dis-
sipation rate can be written in physical space as

��t� = −
dK�t�

dt
= − �nK0�t0�

t0
�� t

t0
�−�n+1�

. �28�

According to the previous theoretical analysis, the Smagor-
insky model underpredicts the dissipation rate more or less.
Figure 8 shows that the collapse of � predicted by both Sma-
gorinsky models is really slower than the DNS value. The
phenomenon corresponds to the evolution of the energy
spectrum in Fig. 4. The IR consistent models yield results
closer to the DNS ones. The decay exponent n+1 is esti-
mated to be 2.58 in our simulations, so we know that the
decaying exponent law of the enstropy H is 2.58 from �
=2	H in homogeneous turbulence. From both figures, we
find that the IR Smagorinsky model �solid line, C=0.18�
yields the best results among all LES cases, and the Lilly–
Smagorinsky model �long dot-dashed line, CS=0.10� pre-
sents better results than other LES cases except the M&S-2
case. It should be noted that in the absence of a production

term, the kinetic energy Ek and the dissipation rate � both
decay monotonically in time �this is also observed with the
measurements of Kang et al.31 and the DNS data of Djenidi21

in grid turbulence�. There is an obvious difference in the
behavior of � between the present result and another study
by Yu et al.23 The dissipation rate � decays monotonically
with time here, whereas it increases in an early stage under
another initial condition in Yu et al.’s study. This source of
the discrepancy comes from the different initial energy spec-
trum. The analysis of Saffman13explained that the details of
the cascade and dissipation rate are influenced by the shape
of the energy spectrum.

Once we obtained kinetic energy K and the dissipation
rate � from Eqs. �25� and �27�, the Taylor scale and the
Kolmogorov scale are given by

� =
�10K1/2

��	�1/4 � , �29�

� = �	3/��1/4. �30�

The Taylor length scale � is the characteristic length scale for
the entire spectrum. The Reynolds number based on the Tay-
lor scale is

Re� =�2

3

K1/2�

	
. �31�

The evolution of Taylor and Kolmogorov microscales �� and
�, respectively� and the Taylor-scale Reynolds number are
calculated and shown in Figs. 9�a�–9�c�. As expected, with
the energy of isotropic turbulence decaying, � and � grow
with time as shown in Figs. 9�a� and 9�b�, and the resulting
Reynolds number Re� decreases with decay �Fig. 9�c��. In
Figs. 9�a� and 9�c�, there is a high value of � and Re� after
the initial time even � increases monotonously at entire de-
cay. The phenomenon reflects the inverse transfer of energy
between the small scales and larger structures and which is
also confirmed by the simulation of grid-generated
turbulence.31 It should be pointed out that all these quantities
increase or decrease monotonously if an isotropic Gaussian
field is prescribed at initial time rather than the nearly fully
developed initial field taken from experiment. This phenom-
enon implies that the effect of initial field on the evolution of
small scale in the decay may not be neglected. The computed
ratio � /� decreases slowly from 17 to 10 with energy decay.
This trend shows consistency in the asymptotic relation
�� /��iso= �30 Re��1/4 and the experimental values by Lavoie
et al.,41 which decrease from x1 /M =20 to x1 /M =60.

It is noted that the Taylor microscale given by DNS be-
haves close to the square root of time, i.e., �� t1/2 for the
final period of decay, as shown in Fig. 10. The result is
consistent with the asymptotic behavior of George’s theoret-
ical prediction42 of DHIT. They argue that � should follow
the 1/2-law of the decaying time if a correct power law of
kinetic energy exists. However, we cannot affirm that this
microscale given by LES is consistent with the theoretical
prediction.42 In the present LES cases, the lowest Reynolds
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number during the final decaying stage is about 6, but the
LES may give an unphysical solution when the Reynolds
number is very small since the integral scales grow and even-
tually become comparable to the domain length, result in
pseudo kinetic energy pileup. This is why they have some
difficulties to reproduce 1/2-law at the final period of decay.

To discuss further the behavior of the model coefficients
for the Lilly–Smagorinsky model and the IR consistent
model, the time variation of the ratio � /� is presented in Fig.
11. We also give the variations of the Smagorinsky coeffi-
cient C as a function of the ratio � /�.29 The ratio ranges for
DNS are �� /��min=0.98 to �� /��max=6.54 and for LES they
are �� /��min=1.96 to �� /��max=13.08 during the dominat-
ing decaying period for our cases. The ratio could correspond
to the good quality of C* as an approximation to C in the IR
model. For �� /��max�13 at the beginning of the decay, the
coefficient advocated is C1=0.15 and C2�0.10 for

�� /��min�6. This in turn may explain why the results of the
IR consistent model with C=0.10�0.18 are closer to those
of DNS than the classical Lilly model �see Figs. 7–9�. This
would corroborate the previous discussion on how the be-
havior of the model coefficients depends on the ratio of the
filter width and the Kolmogorov scale.

C. The velocity derivative skewness and flatness

As typical high-order structure functions, the flatness of
the velocity derivatives dui /dxi,

Fii =
���ui/�xi�4�
���ui/�xi�2�2 , �32�

and the skewness of the velocity derivatives dui /dxi,

Sii = −
���ui/�xi�3�

���ui/�xi�2�3/2 , �33�

are important characteristics of isotropic turbulent flow. The
latter is directly related to the production of dissipation and
the energy transfer term through the relationship37

�� �ui

�xi
�3� = −

2

35
�

0



k2T�k�dk . �34�

The evolution of the velocity derivative skewness and
flatness starting from the initial condition are evaluated with
LES-LBM and DNS-LBM here as shown in Figs. 12�a� and
12�b�, respectively. The magnitude of the flatness tensor
quickly comes to a level between 3.5 and 4.0 for our DNS
and LES results at the forepart period of decay as shown in
Fig. 12�b�. Skewness is always negative due to the energy
cascade of resolved scales except it is statistically zero at the
initial field. Kolmogorov’s theory34 for decay of isotropic
turbulence yielded the results that S in high Reynolds num-
ber turbulent flows should be constant. George42 argued that

(a)

(b)

(c)

FIG. 9. The variations of Taylor length scale �a�, Kolmogorov microscales
�b�, and Taylor-scale Reynolds numbers �c� of the decaying isotropic
turbulence.

FIG. 10. The Taylor microscales vs time in logarithm-logarithm scales at the
final period of decay of turbulence.
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the skewness should vary with Reynolds number and time
during decay as Re�

−1 or t−�n�+1�/2. Our DNS-LBM result
gives a value of the skewness close to −0.5 �Fig. 12�a��,
which is consistent with some experiments42 and DNS �Refs.

21 and 43� in a certain range of the Reynolds number. How-
ever, both LES-LBM cases give a value approximately equal
to −0.4 at the forepart period of decay �Fig. 12�a��. We notice
that Kang et al.31 reported that the skewness of longitudinal
velocity increments measured at x1 /M =40 is between −0.38
and −0.24. The behavior of skewness at low Reynolds num-
bers is of interest since it implies the rate at which the non-
linear energy transfer vanishes as Re� decreases.

Figure 13 displays the skewness as a function of both
Re� and computational time t for LES with the IR consistent
model. The skewness S exhibits a plateau approximately
when Re��20, which implies that the flow field behaves like
developed isotropic turbulence at this stage,34 and then it
tends to zero at the final period of decay �Re�→0, theoreti-
cally, but Re�min
6 in the present LES due to its limitation�,
which is agreement with those measured by Tavoularis, Ben-
nett, and Corrsin.44 Interestingly, the behavior of velocity
derivative skewness varies with t and Re� when all of them
are drawn in a log-log scale as in Figs. 14�a� and 14�b�. The
current result seems to be in agreement roughly with the
consequences of George’s self-preservation theory42 as S
� t−�n�+1�/2 and S�Re�

−1 in current ranges of t and Re�.

D. Effect of grid resolutions

The effect of mesh resolution on the LES-LBM is stud-
ied by comparing two LES cases with the IR consistent
model on different mesh points in 643 and 963; the initial
value of the Reynolds number is about 108. Figure 15 shows
the evolution of total kinetic energy Ek and the dissipation
rate �. Clearly, the Ek and � given by 963 are consistently
closer to the DNS than that by 643. Comparisons of the
power law of Ek and �, both cases of 963 and 643, all give
satisfactory values during the period of decay. However, the
coarser resolution of 643 overestimates the value at the final
period of decay, which is remarkable relatively in the esti-
mation of the dissipation rate. The slight deviation also cor-
responds to the behavior of the instantaneous energy spec-
trum versus low wavenumber in the different decay stage �t1

and t2� as shown in Fig. 16.

FIG. 11. The evolution of � /� with time and the evolution of C as a
function of the ratio � /�. Circles: Coefficient C of the IR model by theo-
retical analysis from Eq. �16� or Eq. �2.18� of Ref. 29. Squares: Lilly’s
Smagorinsky constant C0=0.18, C1, and C2�C2�� corresponds to t=0.0 and
t�0.3, respectively, for the IR model.

(a)

(b)

FIG. 12. The velocity derivative skewness �a� and flatness �b�. The value
shown here is quantified by F= �F11+F22+F33� /3 and S= �S11+S22+S33� /3.

FIG. 13. The velocity-derivative skewness as a function of both Re� �solid
line� and time �dashed line� by LES-LBM �M&S-2�.
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V. CONCLUDING REMARKS

In the present paper, we extended the study of the decay-
ing homogeneous isotropic turbulence with large-eddy simu-
lation based on the lattice Boltzmann equation, and we in-
vestigated the performance of the standard Lilly–
Smagorinsky model and the IR consistent Smagorinsky
model. The results are assessed via comparisons with the
theory and the experimental data as well as DNS data. A very
encouraging result is that the well known decay exponents of
the kinetic energy and the dissipation rate are reproduced.
Other results are found to be consistent with simulations
made by different numerical schemes and measurements of
grid turbulence.

We investigated further the behavior of the models and
the effect of the model coefficients by analysis for statistical
quantities of decaying isotropic turbulence from a numerical
and a physical point of view. The Smagorinsky coefficients
depend on the local ratio of the filter width � to the Kolmog-
orov scale �, according to what the analysis of Meyers and
Sagaut29 suggests. By evaluating the model coefficients as
functions of the subgrid activity, the present results of the
LES-LBM bases on the IR consistent model exhibit more
satisfactory behavior than a classical one when compared
with DNS and other methods. We also examine in particular
the developments of the energy spectra and the velocity-
derivative skewness as a function of Reynolds number and
decaying time. The present results demonstrate that the IR

consistent model also provides an effective improvement.
However, the effects of time-space correlations should be
investigated further, and the effects of the initial conditions
may still be of concern.

It is crucial to maintain a consistent and nearly solenoi-
dal initial velocity field. In addition, it was shown that there
is only a slight discrepancy between the two different meth-
ods �described in Secs. II B and II C� to evaluate the strain
rate tensor, and the computing time of both methods is al-
most identical.

Overall, the present study provides detailed numerical
data and analysis against which such various subgrid-
viscosity SGS models can be tested in the frame of the LBM.
We recall that LES-LBM is a potentially viable tool for the
study of turbulent flows and should be given more attention
to develop reasonable turbulence models.

(a)

(b)

FIG. 14. The velocity-derivative skewness �S�=S+0.5, n�=−1.58� vs time
in log-log scale �a�, S� vs Re� in log-log scale, and �b� by LES-LBM with
the M&S-2 model �Cs=0.18�.

FIG. 15. Time evolution of the total kinetic energy and the dissipation rate
with different grid resolutions �N=64 and 96� using LES-LBM �IR consis-
tent Smagorinsky model Cs=0.18�.

FIG. 16. Evolution of instantaneous three-dimensional energy spectra with
different grid resolutions �the cubic of 64 and 96� at t1=0.05 and t2=0.20
using LES-LBM �M&S Smagorinsky model Cs=0.18�.
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